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1. INTRODUCTION

BBN's ARPA project in Knowledge Representation for Natural Language

Understanding is aimed at developing techniques for rendering computer-based

assistance to a decision maker who is attempting to understand and react to a

complex, evolving system or situation. The decision maker s access to the situation is

mediated by an intelligent graphics display system. which is controlled largely through
7."

natural language input. A typical and motivating instance is that of a military

commander in a command and control context, either of strategic situation assessment

or of tactical crisis management. In such situations. the commander requires a

flexible and easily controllable system capable of manipulating large amount of data

and. most importantly. of presenting information in a variety of forms suited to the

users expressed or inferable needs and capacities.

IN.

A display system of the kind envisaged would have the capacity to present

information in tabular, graphical, textual, and perhaps cartographic forms. The user

-." of such a system must be able to monitor, add. change and delete information and,

independently, to create and alter the various representational forms. Moreover, for

the system to be truly flexible and adaptive. it must maintain models of the domain

(situation) being represented. of the representational systems at its disposal, and of

.' the user's conceptions of these domains, situations, and systems of representation.

For this last purpose. the system must also be able to construct models of its

interactions with the user.

L .

On the basis of these different kinds and sources of information, the system

.%%
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must produce intelligible and appropriate displays in response to high-level

descriptions and commands That is. the commander can usually be expected to

request a presentation of certain aspects of the situation or system being monitored

in terms appropriate to the domain itself and not in terms of display forms. Even

when the request, explicit or implicit, is expressed in terms of display forms, the

specification will typically be at a level of abstraction appropriate to the commander's

purpose - not to those of a graphics system designer or programmer. The system

must be able to accept a description of the information to be represented together

with an abstract specification of a display-type and then it must intelligently

determine the details required actually to produce an effective display. Finally, given

information about the user s knowledge of the situation being monitored and his

particular concerns with respect to it, the system must. in some cases, be able to

infer what kind of display a user might want to see. produce it and monitor the user's

response to its initiatives

The crucial requirements for a medium of communication with such a system are .

"? robustness. flexibility, the ability to express specifications while abstracting from

details of various kinds, and the ability to express conceptualizations of both the

presented domain and the modes of display in ways that match a user's

conceptualization By far the most natural form of access to and control over such a

system for most users will be through the use of natural language input. Hence, a

major focus of our research has been the design of a system powerful enough to N

represent the content of natural language utterances together with facts about the

user's beliefs and goals as these are communicated in the user's interactions with the

system. Such a representational formalism must also express, in usable form,

A.
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information about the domain or situation being monitored and the nature of the

display system itself.

Knowledge Representation

The development of knowledge representation tools is a major accomplishment of

p our research group. We have extended and revised the KL-ONE knowledge

representation system to a new system KL-TWO 1 It incorporates

I. A taxonomic knowledge representation system of the KL-ONE variety called
NIKL (for a new implementation of KL-ONE). a cleaner and more efficient
version of our earlier KL-ONE (see BBN Report No. 5421)

2. A propositional reasoning system called PENNI based on RUP. a TMS origina
designed bv McAllester [1] and reimplemented in INTERLISP (see BBN Rep
No 5421)

3 An interface between these two systems. O

"KL-TWO represents our first implementation of a hybrid system, that is, a system

built from several components, each of which provides an expressive, natural

representation, and a special-purpose reasoning engine for efficient control of I.:
inference, each reasoner is then interfaced to the others. Hvbrid systems include

constructs that allow a user to capture important intuitions about the structure of a

domain and also offer the user more control over the reasoning process thanS-..

previously possible. In KL-TWO. we have joined a reasoner for taxonomic hierarchies

of knowledge with one for propositional logic Our recent experience in designing and

implementing an interface between these two reasoners is reported in

I-

tIn a previous report we used the term NIKL to refer to the new version of KL-ONE and to S
the whole system that interfaces assertions with the new KL-ONE implementation. KL-TWO is
the current name for the whole system. . .

3
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Our experience with NIKL over the past year has led us to develop a

programming environment for working with NIKL taxonomies. This environment makes it

possible to build, edit. and install new and changed hierarchies and makes use of

several Interlisp debugging features for NIKL. The programming environment, developed

by D. Stallard. is reported on in section .

Explorations in Planning

Planning has become a focus of our research efforts largely through our natural

language research on discourse (see the discussion below) where it is necessary to

come to an understanding of the speaker's plans and to develop a plan for responding

to the speaker s intentions. We have recently begun to formalize some research on

planning for use in our group. The paper in section by A. Haas presents a theory of

planning involving time and agents that we believe will solve some of the problems that

have limited the plans a planner can design.

Natural Language Understanding

Our natural language research has made several significant advances. We have

extended the RUS and PSI-KLONE system to include tools to aid users in adding lexical

information without knowledge of the implementation (see BBN Report No. 5421) and in

adding semantic rules (see Section in this report) An important aspect of lexical

acquisition is the changes to the lexicon we have made for subcategorization of verbs.

BBN Report No. 5684 presents an explanation of subcategorization of verbs that

motivated the restructuring of the dictionary Finally. we have continued to develop

the RUS parsing system (see BBN Report No. 5188) and to make a version of RUS that

is transportable for a variety of decision-support systems (see BBN Report No. 5421).

4
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Since language understanding also requires understanding what the meaning of a *

K utterance tells the hearer about the world, we have explored several issues in

discourse understanding. Building on earlier work in recognition of speaker's

-*" intentions (see Chapter 51 in [2]. we have implemented a plan parser for recognizing

speakers plans and explored its relation to other discourse behavior. This work is

* reported in this volume umn) We have explored the general requirements on building

a natural language system with graphics (see Report No 5242).

Understanding descriptions plays a significant part in discourse and natural

' language as a whole, and we have investigated it in two ways. a general framework for

understanding the first use of descriptions in discourse (see Report No. 5421, Sec. 9).

and a theory, and implementation of (extensional) referential descriptions to objects in

-. the hearer s view (See Report No 5421. Section 10. and in this volume). We hope to

extend the general framework for descriptions in future research.

The theory and implementation of extensional reference encompasses a model of

reference that differs significantly from previous approaches. In this theory. a

reference process doesn't simply succeed or fail Rather the process takes into ._

"" account ways the speaker may have miscommunicated about the object of interest, and

it relaxes aspects of the description until a referent is found. By viewing -.

communication between speaker and hearer as a process that may include description

errors. Goodman has taxonomized many kinds of miscommunication in discourse other

than those involving reference (see the forthcoming BBN Report No. 5681). We expect

S"to expand our research in miscommunication and discourse to include a model of some

of these discourse errors.

5
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Finallv research by Haas (see Section 6 in BBN Report No 5421) has provided us

with some additional tools for reasoning about belief While belief is a part of .

knowledge representation research in general. it is particularly valuable for our

discourse research because we must model t-- beliefs that speakers and hearers have

about each other -
.-

The last section of this report contains a list of papers published this year.

papers to appear and presentations during the contract year October 1, 1983 to

September 30. 1984
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2. KL-TWO, A HYBIRD KNOWLEDGE REPRESENTATION SYSTEM

Marc Vilain

2.1 Introduction

This paper is concerned with how separate knowledge representation systems can

be combined so as to provide a more usable system. The paper focuses on one such
%

. svstem. the KL-TWO svstem KL-TWO contains two components that complement each

other one. called NIKL is used to define the meanings of predicates, and the other.

called PENNI. is used to assert propositions about the world. This paper outlines %

features of NIKL and PENNI. and shows how they are interfaced.

0

2.2 Hybrid Reasoners

Knowledge representation systems are required to provide seemingly

contradictory features A good knowledge representation system should provide

representational generality. I should be able to use it to represent any information

my programs need. The system should have a well-defined semantics, so that I can be

sure that my statements capture the meanings I intended. Finally. the system should .

be computationally efficient. it has to be relatively fast so that my programs that use *

it can accomplish honest work.

There are several well-established approaches to knowledge representation that

attempt to provide some of these features. Full theorem provers for first-order

languages certainly provide generality and precise semantics, but at the expense of

computational efficiency Frame-based systems are more efficient, but they give up

9

%
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precise semantics and generality There are other examples, but generally knowledge

representation systems give up one or another of the features I listed above in favor

of one or more of the others Is it really true. then, that these features are

incompatible"

A recent trend to reconcile these features is to build knowledge representation

systems as hybrid reasoners. In this approach. the system is composed of several

cooperating reasoners Each of the reasoners is intended to work on some part of the -

knowledge representation task. each provides an inference procedure for some ..

restricted sublanguage The language of the system as a whole is thus the union of

the sublanguages Given sublanguages with well-defined semantics and efficient

reasoners for these sublanguages, the designer of a hybrid system must interface

these subcomponents so that their interaction fully exploits the capacities of each

individual reasoner If this can be done, then the system as a whole can be expected _

to provide the efficiency and precise semantics inherent in its subcomponents. as well

as a greater generality than each component could provide-b"tjtself

Several recent knowledge representation efforts have followed this approach, or

one very similar, among them are CAKE [131 and KRYPTON [5] This paper describes

another hybrid system which my colleagues and I have been developing recently. Our

system is called KL-TWO

I0
10
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2.3 KL-TWO at a Glance

KL-TWO is so named in deference to the earlier knowledge representation system

KL-ONE [1, 2. 14. 3]. Our work on KL-TWO is a natural outgrowth of the earlier

research. the new system embodies many of the ideas that motivated KL-ONE The -

principal notion that was inherited in this way is the distinction drawn by KL-ONE .

between terminological reasoning and assertional reasoning [14, 4].

Terminological reasoning is reasoning about the terms (or more precisely, the 0

predicates) used to describe the world The terminological component of KL-ONE r

provided ways to define and interrelate predicates. For example. in KL-ONE I could .%

encode such things as

"a PARENT is a PERSON with one or more OFFSPRING'
"a FATHER is something which is both a PARENT and a MAN"

These are assertions about the nature of the predicates PARENT and FATHER their

meaning is being defined in terms of the predicates PERSON, OFFSPRING. and MAN. The

first assertion, for example. makes the PARENT predicate into a structured predicate, a

complex predicate that corresponds to the expression "PERSON with one or more

OFFSPRING" One way to view terminological reasoning is as a process of making the "

inferences that follow from terminological assertions. For instance, it follows from my

two assertions above, that the meaning of the FATHER predicate encompasses the

meaning of the PERSON predicate In other words. anything which can be described as 0

a FATHER can be described as a PERSON

The domain of terminological reasoning is the set of structured predicates used

to describe the world. In terminological reasoning, no assertion is made about the

o.r-
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actual existence of individuals that satisfy these predicates. such propositions are

the domain of assertional reasoning It is in the assertional component of KL-ONE

that I would have stated propositions about the world. For example.

"John is a MAN"
"John has an OFFSPRING Mary"

The propositions in the assertional component chn be seen as applying the structured

predicates of the terminological component to individuals in the world

KL-TWO maintains this terminological/ assertional distinction. Like its

predecessor, KL-TWO has two components. one for reasoning about Structured

predicates (the S-component). and one for reasoning about Propositions (the

P-component) The first is embodied in a program called NIKL. and the second in a

program called PENNI. KL-TWO's hybrid nature arises from the fact that NIKL and ,.A

PENNI are entirely distinct subsystems, each with its own sublanguage and deduction

algorithm The two subsystems cooperate to complement each others capacities. 2

The rest of this document describes KL-TWO's subsystems. I will cover some of

the features of the P-component and of the S-component. and show how the two are ,

interfaced.

.1*

02

2Note that these are only the first two components of the system that hove been
interfaced. We w;il soon add a temporal reasoner similar to the one in [18]. Other ,
components ore planned as well.

12
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0./. .4_-

- 2.4 The P-component

PENNI. the P-component of KL-TWO is a modified version of a program written by

David McAllester of MIT. His program is the Reasoning Utility Package -- RUP for

" short [10. 111. The features of the P-component I will describe in this section are

originally features of RUP. 0

At the heart of the P-component is a database of propositions. The language of

this database is the quantifier-free predicate calculus with equality. This language is

defined as containing;

I Expressions of the form fP x), (Q x y).... as in (MAN John) or (OFFSPRING

.. John Mary).

2. Expressions of the form i= x y). as in (= (grade Bill) B+).

- 3 Boolean combinations of (1) and (2). as in
i=> IFATHER John) (PERSON John)).

This language doesn't contain any quantifiers. I will say more about this below.

The database permits incremental assertions and retractions. and is built as a

truth maintenance system (or TMS). The P-component s database qualifies as a TMS in

part because it always records how it arrives at a conclusion. More precisely, when

an assertion is added to the database, it causes a limited number of deductions to be

made in a forward-chaining way. As each deduction is made. the inference algorithm

-. maintains an explicit record of the antecedents that were used in the deduction step. ..

For example. say the database contains the proposition (=> P Q). Adding the

proposition P causes Q to be deduced. further, the consequent of this inference,

namely Q. is explicitly supported by pointers to its antecedents. P and (= P Q) •

13 "*"
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These explicit records serve to provide the P-component with several important

features that are characteristic of truth maintenance systems. These include the

ability to justify a deduction by returning the exact set of user-asserted propositions

that entail it. the ability to retract efficiently the logical consequences of a

proposition when that proposition is itself retracted, and the ability to perform fast

dependency-directed backtracking These features are extraordinarily useful.

eloquent arguments for them have been made by McAllester [10, 11], Doyle [7], and

others

I mentioned above that the language of the P-component does not include

quantification The decision not to include quantifiers was made by McAllester when

he designed RUP. and follows from his view of logical reasoning as having two aspects:

deduction and instantiation Deduction is the process of deriving the consequences of

a set of propositions whereas instantiation is the process of applying quantified

sentences to produce new propositions. The approach embodied by RUP (and hence by

our P-component is to focus on providing a good efficient mechanism for deduction. 3

and to remain uncommitted as to how to perform instantiation.

The choice of how to instantiate quantified sentences is left up to the user.

This is facilitated by providing "hooks" into the database that allow the user to

augment the language of the P-component. The hooks are realized by the mechanism

3RUP's forward-chaining deduction algorithm is very efficient. It is incomplete, however:
it fails to perform certain inferences, roughly those that require case analysis. RUP does
provide another deduction algorithm which extends the first one to produce a complete proof
procedure.

14

;.."-"'



:. ~ ~ j 7._7:7 . . .. , , . ; . •. .7', , . 7 .. 7 . T_. '. , . . .. . ,.. . . . . . ; :

Report No 5694 Bolt Beranek and Newman Inc

demons The version of RUP used in KL-TWO contains MeAllester's demon invocation

mechanisms. However. much of what is interesting about KL-TWO is that the system

can provide a class of quantified inferences efficiently and automatically, without

requiring the use of demons. These inferences are performed by KL-TWO's second

subreasoner. the S-component of the system.

2.5 The S-Component

I mentioned earlier that NIKL. the S-component of KL-TWO. has as its domain the

predicates used to form propositions in the P-component. The language of the S-

component allows one to state how these predicates are interrelated, and allows one

to define new structured predicates in terms of other predicates. In this section I will

only discuss a subset of the S-component language, the full language is covered in

[12. 15].

There are two types of S-component expressions of interest to this paper, 1-

place predicates and 2-place predicates. These have traditionally been referred to as

Concepts and Roles respectively. I will use these two terms frequently. The S-

component language provides constructors that combine predicates to produce new %

structured predicates I will describe three of these constructors. CMeet, CMin. and

CRestriction. 4 All three combine Concepts or Roles to produce new Concepts.

4
Out of context this choice of constructors may seem arbitrary. [1, 15, 8] show how they

can be used to capture many of the intuitions of semantic nets.
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The simplest of these constructors is CMeet. CMeet is used to combine several

1-place predicates (say n of them) to produce the 1-place predicate that corresponds

to the conjunction of the original n predicates. CMeet has the following definition.

lCMeet Cl C2 Cn) S Ax. (Cl x) & (C2 x) & (Cn x)

For example. I can use CMeet to define the predicate FATHER as the predicate which is

true of those things for which both the PARENT and MAN predicates are true

FATHER lCMeet PARENT MAN)
X x. (PARENT x) & (MAN x)

This can be glossed as "a FATHER is something which is both a PARENT and a MAN".

Viewing lambda-expressions as predicates may seem unintuitive at first These

lambda-expressions are to be understood as complex structured predicates that are

transformable into (open? sentences by predicate application5 This allows giving

definitions such as the preceding one a more familiar reading. in this case

\x (FATHER x) ,:= ((PARENT x) & (MAN x))

The two other constructors I mentioned. CMin and CRestriction. combine Roles

and Concepts to produce new Concepts. 6

N. (CMn R n)- Ax a n y (R x y)
(CRestriction R C)= Ax Vy ((R x y) => (C y))

.

5See (15] for a more detailed exposition of this point.

"0 6 1n these definitions R is a Role. C is a Concept and n is an integer. The expression

n y (R x y) is a numerical quantifier: the expression is on abbreviation for

y,[ -y, (R x y,) & ... & (R x y.). where the Y a are distinct.
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The expression (CMin R n) denotes the Concept (i.e.. the 1-place predicate) which

5 holds true of those things which are R-related to at least n other things The

Concept corresponding to iCRestriction R C) is true of those things which are only

R-related to things which are "C-ish" (i.e. for which the C predicate holds).

These constructors are best illustrated with so.:e examples I can define PARENT

in terms of PERSON (a Concept) and OFFSPRING (a Role) with CMeet and CMin.

PARENT (CMeet PERSON (CMin OFFSPRING 1)
= ,x. (PERSON x) & 3 y (OFFSPRING x y )

Again. there is a more familiar reading for this definition

-x (PARENT x) <=> (PERSON x) & 3 v (OFFSPRING x v.

This can be glossed as "a PARENT is a PERSON with at least one OFFSPRING".

I can define MAN in terms of PERSON (a Concept). GENDER (a Role). and MALE (a

S Conceptb

MAN-= (CMeet PERSON (CRestriction GENDER MALE))
- Xx (PERSON x) & V ((GENDER x vy => (MALE y))

This has the familiar reading

V x (MAN x) <=> ((PERSON x) &
Iv ((GENDER x y) => (MALE v)))

The gloss for this is "a MAN is a PERSON all of whose GENDERs are MALE".

2 2.6 Classification in the S-component

The S-component organizes predicates in a taxonomy This taxonomy is

established on the basis of definitions given with the various S-component

17
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